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Extended Abstract
When two family members sharing a home Internet connection simultaneously log in to their

online applications of choice, how well do their services perform? Will one videogaming child
experience timeouts and stalls because their sibling is also streaming a popular TV show? Will a
teleconferencing mother have her calls drop because her spouse chooses just this moment to install
a software update? When multiple Internet users share a bottleneck network link and overload
it, the link is said to become congested. Bandwidth – the volume of data that can be transmitted
per second – must be shared between users. If the link is overloaded, then latency – the amount of
time it takes one bit of information to travel from sender to receiver – will increase, and packets
of data can be dropped entirely by the network.

Most Internet service providers do little to police the impact of congestion between users, sim-
ply forwarding packets in the order that they arrive, “first come, first serve.” This policy leaves
the responsibility of mitigating the effects of congestion to the senders themselves. Internet ap-
plications use algorithms called Congestion Control Algorithms (CCAs) to carefully speed up
and slow down their transmission to avoid congestion. CCAs aim to share available bandwidth
equally between connections, keep latencies low, and avoid packet loss. Unfortunately, recent re-
search shows that the success of applications in equitably mitigating congestion is mixed at best.
In a recent study of widely deployed services, it was found that one file-distribution application
consumed well over its fair share of bandwidth, causing other concurrently running applications
to obtain as little as 16% of their fair share of bandwidth. In the same study, it was found that a
popular video streaming service could lead to stalls for competing teleconferencing applications
(even though other video streaming services did not cause this problem).

In this paper, we explore how to evaluate whether Internet applications are friendly or fair to
other applications sharing the same bottleneck link. Taking inspiration from the security com-
munity, we propose congestion safety audits, a methodology for analyzing an Internet service
to identify common-case pitfalls in congested environments. Much like it is impossible to prove
that an Internet application is “definitely secure”, there exists no approach to guarantee that an
application will always share bandwidth with other applications or never lead to packet loss or
stalls for competing traffic. Security audits allow inspectors to perform a suite of tests and eval-
uations to ensure that due diligence has been carried out to attempt to secure an application. We
propose that service operators can similarly use a standardized suite of tests to verify that their
applications meet common-sense guidelines for performance under competition.

With a standardized process for congestion safety auditing, companies can evaluate their own
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applications to avoid bad publicity. Or, in a world in which regulators take an interest in behavior
under competition, congestion safety audits might provide validation that operators have followed
due diligence in avoiding overly aggressive behavior on the Internet.

1 Introduction
Because the Internet is so critical to modern commerce, communication, and

daily life, policy researchers have paid close attention to how to ensure that the
Internet is equitably and universally accessible to users and service operators.
One common concern among policymakers is how bandwidth – the number of
bits per second that a network link can transfer – is shared among competing
services. Every network link has some total bandwidth capacity, and when mul-
tiple Internet connections share the same link (as in a home connection with
multiple family members), this bandwidth must be shared between the com-
peting connections. Policymakers have primarily explored bandwidth sharing
in the context of network neutrality: the argument that network operators (such
as AT&T or Comcast) should not prioritize the data of one service over another
(e.g., granting more bits per second to Domino’s rather than Pizza Hut) [54].

This paper explores a related, but different challenge: that even in so-called
neutral networks, where the network performs no explicit prioritization of one
service over another, it still remains challenging to ensure that bandwidth is
shared equitably between competing services. As we will discuss in §2, in the
absence of explicit prioritization mechanisms (or explicit mechanisms to en-
force fairness) the allocation of bits to applications is driven by decisions made
at senders regarding how fast to transmit. Services (such as Facebook or Net-
flix) use algorithms called congestion control algorithms (CCAs) to identify the
best rate to transmit at; well-designed algorithms aim to share bandwidth fairly
(see §3 for definitions of fairness) between competing connections when mul-
tiple connections share the same network link.

Unfortunately, the technical community faces several challenges in actually
delivering equitable bandwidth sharing. First, within the community, there is
significant debate over how an ideal – or even a ‘good enough’ – algorithm
should behave, with competing definitions of fairness each drawing in crowds
of supporters. Second, even when developers agree upon how algorithms should
behave, it remains near-impossible to develop algorithms which guarantee this
behavior in the dynamic and unpredictable environment of the Internet.

The goal of this white paper is to bring these challenges to light to the tech
policy community; to solicit feedback, ideas, and debate from experts in law,
standardization, economics, and social factors. Networking researchers will
find our introductory material (§§2–3) to be old news and should skip to §4.

At the heart of our concern is a hypothesized future conflict in which the
policy community may find itself without roadmap or precedent. Poorly de-
signed CCAs can dominate a network link, consuming a majority of network
bandwidth for themselves and leaving little for the competition, leading to a
condition called starvation, where a connection is unable to succeed due to lack
of bandwidth. If, someday, we find that Pepsi accuses Coca-Cola of deploying a

2



CCA that is too-aggressive, advantaging Coca-Cola and disadvantaging Pepsi,
how should the policy community proceed?

Our own research has illustrated the challenges and pitfalls of deploying
services that share Internet bandwidth equitably. Over the past eight years,
our lab has performed both mathematical and experimental analyses of de-
ployed Internet services to investigate how competing services share network
bandwidth [41, 52, 53, 51, 36, 42]. In 2019, we provided the first mathemati-
cal model of a new CCA from Google called BBR [52] which illustrated that
BBR was fundamentally unable to cede bandwidth to competing connections
using legacy algorithms as the number of services sharing the same network
link increased. This led to some backlash in the popular press [49, 3, 48], but
to Google’s credit, they quickly patched the problem with a new BBR ‘v2’ and
invested engineering effort [9, 7] and research dollars [23] into ensuring that
future versions of BBR play nicely with competing traffic. Google’s example
highlights how challenging it is to guarantee equitable outcomes, even among
well-intended actors.

At the same time, in 2024, we showed empirically that the file-sharing ser-
vice Mega dominates the network links it uses, leaving little leftover bandwidth
for the competition; this has yet to be patched [41]. We diagnose part of the
root cause as Mega using multiple parallel Internet connections to transfer a
single file, a tactic that has been long-known to lead to advantageous results for
one service at the expense of others [5]. Hence, it is clear that some operators
are not performing even a minimum threshold of diligence towards bandwidth
sharing.

To distinguish good-faith actors from negligent or bad-faith actors, we pro-
pose the idea of congestion safety audits in §5. Congestion safety audits are a
process that Internet providers might pursue in order to (a) strive to develop
CCAs which more equitably share bandwidth with the competition, and (b)
provide evidence to external parties of best-effort intent to cede bandwidth for
competing connections.

Our discussion is merely a starting point and an invitation to the policy com-
munity to innovate with us. To further facilitate policy researchers to engage
with the end-to-end bandwidth sharing problem, we present a set of questions
for discussion in §6 and finally provide a list of recommended reading in §7).

2 The End-to-End Sharing Challenge
In this section, we first introduce the end-to-end bandwidth sharing chal-

lenge. We then describe why this challenge arises in so-called ‘neutral’ net-
works (which do not prioritize traffic from one user over another’s) and why
even well-designed systems struggle to guarantee equitable bandwidth sharing
We then discuss some history of end-to-end rate sharing and how the problem
differs from Internet fairness issues in the popular press such as network neu-
trality and peer-to-peer file sharing.
Terminology and Problem Statement: When an application transmits a file
over the Internet, the file is broken into smaller chunks called packets and these
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packets are transmitted one-by-one through the network. Using packets allows
network links to serve multiple users at once, e.g., serving a packet from user
A, then one from user B, and then one from user A again.

The end-to-end bandwidth sharing challenge concerns how much data is transferred
for user A versus user B when sharing in this way. If user A receives service at a
rate of 10 packets per second, while user B receives service at a rate of 1 packet
per second, we might consider the result unfair (for definitions of fairness we
will defer to §3).

In practice, every link (wire, cable, wireless connection, etc.) has some band-
width or capacity and it is computed not in terms of the number of packets-per-
second but instead in bits-per-second (bps), the number of 1’s and 0’s that can
traverse the link in one second. A typical home broadband link in the United
States has capacity of several million bits (megabits) per second (Mbps). When
an application transmits over a link, data will be transferred at some rate re-
ferred to as the throughput; throughput will be less than or equal to the link
capacity depending on, e.g. if there are other senders in the network (necessitat-
ing that the bandwidth be divided between users) or if the sending application
is even transmitting at a rate high enough to use all of the available bandwidth
(e.g., high definition video streaming requires somewhere between 8-50Mbps
and no more [25, 47, 39, 32]).

Routers and switches are responsible for steering packets across numerous
network links. When multiple packets simultaneously arrive for transport on
the same link, the packets are placed into a queue to wait to be served. Each
queue has some capacity and once it fills, it can no longer accept new packets
and any arriving new packets will be dropped so long as the queue reimains
full.
Sharing Issues Arise Even in Neutral Networks: Many policymakers have
weighed in on network neutrality: the idea that routers and switches should not
prioritize the packets of one sender over another in anti-competitive ways [14].
Nonetheless, the end-to-end bandwidth sharing challenge occurs explicitly in
neutral networks, which do nothing to prioritize or balance traffic between users.
Hence, when some senders transmit at an overly aggressive rate, the network
does nothing to stop them from obtaining an outsized proportion of network
capacity.

The default behavior for routers and switches receiving packets from mul-
tiple users is to serve arriving packets in first-in first-out (FIFO) order. This
scheme does nothing to prioritize one sender over another. At the same time,
the scheme also does nothing to enforce any form of equal sharing between users.
This means that if user A transmits at two packets per second and user B trans-
mits at one packet per second, A will simply obtain twice as much throughput
as B.
Sender-Based Algorithms Determine Rate Allocations: At first glance, one
might expect senders to then transmit at the maximum rate that they possibly
can, to maximize their sending rate in the presence of competition. This be-
havior, however, is also non-ideal due to the properties of queues we discussed
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above. If data arrives at a router or switch faster than it can serve the data, pack-
ets will build up in the router’s queue leading to two undesirable outcomes:

1. Packet Loss: packets will be dropped as queues are unable to accept new
packets for lack of incoming space. Packet loss significantly degrades
application performance: the receiver must signal to the sender that the
packet was never received, and it needs to be re-transmitted, all of which
takes time and increases resources usage.

2. High Latency: packets that are not dropped must spend extra time wait-
ing their turn to reach the front of the queue and be transmitted. This
increases the amount of time it takes between when the packet is sent by
the sender and received at the client; increases in latency are most prob-
lematic for real-time applications like video conferencing.

To avoid the negative repercussions of overload, senders instead carefully try
to adapt their sending rates to achieve an ideal throughput, generally trying to
maximize throughput, to avoid excessive packet loss, and to avoid high latency.

Congestion Control Algorithms (CCAs) are algorithms that run at Internet
senders to adapt sending rates. CCAs implement some strategy of reducing
and increasing sending rates based on indirect signals they observe in the net-
work. For example, when a packet is dropped, many CCAs interpret this packet
loss as an indicator that the network is overloaded and hence slow down [24].
There are a wide range of CCAs in use today in part because these indirect sig-
nals make it challenging to infer the ‘perfect’ sending rate. A packet loss, as just
mentioned, may indicate a network overload – or, it might indicate that the net-
work is wireless and there is some form of transitory radio interference at play
which has nothing to do with congestion at all. Hence, some algorithms choose
not to interpret packet loss as a sign of congestion at all, and instead rely on other
signals [8]. No algorithm in the literature today is without a well-studied list of
shortcomings that engineers and researchers are constantly aiming to improve.

At the same time that engineers try to develop CCAs that avoid overload,
they also carefully analyze their CCAs to try to ensure that CCAs share network
bandwidth according to some notion of fairness; e.g. to avoid the example above
with one sender transmitting two packets per second and another transmitting
one packet per second. This is not entirely out of generosity to ‘the competi-
tion’: a single Internet service may open multiple connection simultaneously
and hence there is internal incentive to design algorithms such that bandwidth
is shared evenly between its own connections.
Foundations of Fairness in Congestion Control: In 1989, Chiu and Jain [13]
published a foundational proof that senders who followed an additive-increase
multiplicative-decrease (AIMD) approach to loss-based congestion control would,
under certain conditions, eventually arrive at equal sending rates over a shared
link. The conditions were impractical to achieve in reality: for example, the
proof assumed that both senders were the same distance from their receiver
and thus had the same latency, it also assumed that both senders would expe-
rience packet losses simultaneously. However, even under common conditions

5



that violated these assumptions the AIMD algorithm could be shown (using
Chiu and Jain’s approach to analysis) to arrive at predictable sharing outcomes
that rarely led to outright starvation (where one sender is unable to transmit
data altogether). The AIMD approach had several other benefits and hence
it was encoded into operating systems first using the Tahoe [33] and later the
Reno and NewReno [26] algorithms which became the de facto standard on the
Internet for many years.

Although NewReno algorithm had well-known fairness flaws (for example,
shorter connections would typically fail to attain their ‘fair share’ of bandwidth
competing with longer-lived connections), its behavior was well-understood
and since almost every sender on the Internet used it, there was no concern
about ‘taking advantage’ of NewReno to unfair or anti-competitive ends.
ANewGeneration of CCAs Leads to Fairness Uncertainty: Today, engineers
and researchers are constantly innovating, attempting to develop new CCAs
which improve upon the status quo. NewReno, for example, provided poor
latency for services such as real time video communication; a wide range of
new algorithms have been designed to overcome this limitation. Today, there
are 10 Internet-usable 1 CCAs that deploy automatically with Linux; studies
find that algorithms BBR and Cubic dominate the landscape of web servers
and that Reno no longer reigns [52, 38]. At the same time, many major tech
companies are developing in-house and proprietary algorithms, especially in
the context of real-time communication and video game streaming [11, 2, 1,
43]. The arrival of new CCAs leads to new challenges in understanding how
network bandwidth is divided between senders and the history is littered with
pitfalls and failures.

Early proposals for new CCAs were often stymied by issues of co-existence
with Reno. A 1994 proposal, called Vegas, promised lower latency than the
Tahoe and Reno family of algorithms. But, running alongside these algorithms,
Vegas could not attain high throughputs: although Vegas performed well and
shared bandwidth equitably when multiple connections using the Vegas algo-
rithm shared a link, Vegas struggled when competing with connections using
the Tahoe/Reno/NewReno family of algorithms. When sharing links with these
algorithms, Vegas failed to attain good throughput at all. Hence, Vegas was
abandoned.

In 2016, Google released a new algorithm called BBR which renewed in-
terest in how heterogeneous CCAs can co-exist on the Internet in part because
BBR’s earliest version was believed by many to be overly aggressive. Although
Google’s internal testing showed that BBR, when sharing a network link with
a single legacy Reno or Cubic, would often be more than fair to the legacy traf-
fic [8], subsequent work discovered that BBR’s bandwidth consumption would
inevitably become unfair as more legacy connections arrived on the shared link.
In a published experiment from a Google report to the IETF, one of the Inter-
net standards bodies, Google illustrated a scenario in which a single BBR con-
nection shared a link with a single Cubic connection; BBR attained 40% of the

1Yet another set of CCAs are specifically designed for custom settings, such as datacenters.
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bandwidth and left 60% to Cubic. Follow-on investigations of the same testing
scenario, however, showed that BBR’s 40% was inflexible: in the same testbed,
with one BBR connection and 16 Cubic connections, the BBR connection con-
tinued to consume 40% of the bandwidth, leaving each of the remaining 16
connections with under 4% of the bandwidth each [53, 17]. Google patched
BBR and deployed ‘BBR 2.0’ (and today they are on ‘3.0’) with modifications
designed to make BBR friendlier to co-resident connections using other algo-
rithms [7, 10].
Questions Technologists Can’t Answer Alone: Since the discovery of BBR’s
fairness problems, the technical community continues to debate questions of
CCA co-existence and fairness. Was BBR 1.0’s behavior truly unacceptable?
Who decides that a CCA is unacceptable? And, although it seems clear that
BBR’s fairness outcome was accidental, what should happen if a service provider
were to deliberately deploy an algorithm that took over more than its fair share
of bandwidth in order to have an advantage over their competitors?

In the next few sections, we explore three key questions that we believe re-
searchers in Internet policy should weigh in on:

• What sharing outcomes are ideal in a novel CCA? What sharing outcomes
are unacceptable in a novel CCA? (§3)

• Who might care about monitoring and enforcing acceptable CCA deploy-
ments? (§4)

• How does an organization demonstrate best-effort intent to avoid unac-
ceptable CCA behavior? (§5)

3 What constitutes unacceptable CCA behavior?
In the previous section, we discussed how bandwidth sharing on the In-

ternet is typically derived from the behavior of algorithms running at senders.
Nothing stops a sender from deliberately deploying an algorithm that tries to
consume more bandwidth at the expense of other competing senders. How-
ever, most operators at least state an intended goal to ‘play nicely’ on the Inter-
net. Nonetheless, the idea of what construes ‘playing nicely’ remains unsettled
in the community.
There is substantial disagreement about how an ‘ideal’ algorithm should be-
have.: There are many definitions of an ideal, ‘fair’ outcome for bandwidth
sharing [35]. The two largest camps in the research community center around
max-min fairness and proportional fairness.

Max-min fairness takes the perspective of a single congested link, i.e. a link
where there are multiple senders competing over bandwidth, with bandwidth
c. Each sender has some demand d with the first sender having demand d1,
the second, d2, and so on. The demand represents how much bandwidth each
sender needs to consume. In a large file transfer, a sender mind try to consume
all of the link capacity c. However, as mentioned previously, many applications
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do not need to use a lot of bandwidth: video streaming typically tops out un-
der 50Mbps, and hence a sender may only have demand d = 50Mbps and no
more. If the senders all have demands d ≥ c, then max-min fairness allocates
each sender c

n throughput, for each of n senders. However if any of the senders
use less than c

n throughput, then, the sender x which needs less than its ‘fair
share’ would get its full demand dx. The remaining bandwidth would then be
divided among the other senders who would each get c−dx

n−1 throughput. An-
other way of thinking of this is that each of the remaining senders would get
their original c

n , with the leftover bandwidth that x doesn’t use being divided
evenly among them. This process can be repeated when multiple senders have
demand that is less than their ‘fair share’, with each low-demand sender receiv-
ing all the bandwidth they need, and the remainder continuing to be divided
equally among higher demand senders.

Max-min fairness is typically the model of fairness that is applied by routers
and switches when operators choose not to implement FIFO scheduling and
instead enforce some form of fair sharing within the network [46]. TCP Cubic
attempts to achieve max-min fairness as its sharing goal [24].

Another camp of researchers however, argues against Max-min fairness and
instead supports a model called proportional fairness [35]. Unlike max-min fair-
ness, proportional fairness takes a ‘network wide’ view. It assumes that pro-
cessing packets at a switch has some implicit cost (energy, time, cycles) and
hence that connections where packets travel long distances consume more en-
ergy/time/compute cycles than connections that travel short distances. Instead
of thinking about sharing bandwidth evenly at a bottleneck link, we should
think instead about equalizing the overall amount of energy/cycles/time de-
voted to a given connection over time. Hence, a connection traversing four
routers and links should attain roughly 1

4 the bandwidth as a connection travers-
ing just one router/link.

Proportional fairness has desirable efficiency and game-theoretic proper-
ties [35], and TCP Reno and NewReno achieve fairness outcomes that are more
similar to proportional fairness [26].
There is general agreement that, even if operators agree upon an ideal, it
is unlikely that any algorithm will perfectly achieve ideal fairness.: At the
same time that engineers and researchers argue about fairness ideals, there is
general agreement that no congestion control algorithm will ever deliver on these ide-
als, especially in an environment with heterogeneous algorithm deployments.
For example, although Reno and Cubic, as mentioned above, internally strive
towards proportional and max-min fairness respectively, they are overly aggres-
sive when running alongside Vegas (mentioned previously) which ultimately
failed to be widely deployed due to its inability to perform well in the presence
of competing Reno or Cubic connections.
There exist a few proposals that part from the idea of ideal outcomes and
instead focus on minimum standards for deployability.: A few proposals in
recent years have instead focused on minimum standards for deployment. Rather
than focusing on how well new CCAs meet an ideal, we might instead simply
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ask if they are ‘safe enough’ for the Internet. The IETF’s working group on
congestion control has argued in recent years that so long as a new CCA has
been tested and demonstrated not to lead to starvation in cross-traffic, that this
is sufficient for a new algorithm to be considered deployable [18].

Other researchers (many of whom are authors of this work) have argued for
a model based on harm [51]: that a developers of a new algorithm can measure
the slowdown they cause for competing connections, and compare that slow-
down to what legacy algorithms already do. So long as the new algorithm is
not more harmful than what already exists, it can be considered as maintaining
the status queue and therefore acceptable to deploy.

At the same time, even these minimum standards can be difficult to meet. If
a new algorithm is sometimes more harmful than the status quo – but no more
than 10% so – and sometimes less harmful than the status quo – by about 10%
or so – does this effect balance out? Or, in a world where we simply expect
starvation freedom, is it acceptable if a new algorithm causes starvation, but
only in contrived, laboratory experiments that are unlikely to be reflective of
any real-world scenario?
Our Conclusions:: Given the challenges of achieving any fairness ideal, and
the difficulty of strictly meeting even a minimum deployability standard, the
community should look towards best-effort attempts by developers to develop
deployable algorithms. Best-effort attempts might constitute regular testing
with cross-traffic to evaluate harm, starvation, and/or fairness, and dedicating
a quantifiable portion of engineering effort to improving these metrics with an
understanding that ‘edge cases’ and error scenarios are likely to occur. An or-
ganization should not be judged harshly when a problematic fairness outcome
occurs, but might be judged harshly for failure to ‘patch’ the problem once made
aware of it.

4 Who monitors CCA behavior?
Until this point, we have discussed the technical history of CCA co-existence

and ongoing debates among engineers for what standard (max-min fairness,
proportional fairness, starvation-avoidance, harm-avoidance) to consider in de-
veloping CCAs for the Internet. The purpose of this draft, however, is to intro-
duce the challenge to a wider audience of stakeholders beyond CCA develop-
ers and engineers. In this section, we explore a few Internet stakeholders who
are impacted by the design of CCAs and why they might care about CCA co-
existence. We start by discussing groups which already weigh in on the CCA
co-existence debate (developers, the Internet operator community) and then
discuss groups with increasing distance from the details of CCA development
themselves (Competitors, Internet Advocates, Regulators, and Users).
Developers and Service Providers: Since the inception of CCAs in the 1980s,
developers of CCAs have been the primary agents involved in the CCA co-
existence debate. Developers typically also represent the interests of their em-
ployers; the original CCA was developed by Van Jacobsen who was then the
employee of a US National Lab, but today CCA developers are more often em-

9



ployees of corporations offering Internet services such as Google, Netflix, or
Amazon. Many developers are interested in CCA co-existence out of a pure
sense of fairness or equity. Corporate interests are nonetheless aligned with
CCA co-existence in many regards. First, corporations may seek CCA fairness
out of a desire to avoid scandal. Google’s BBR deployment brought with it neg-
ative press, including in the popular media [49, 3, 48] and others reasonably
want to avoid this negative attention. Second, corporations value the detente
between competitors over Internet bandwidth. A frank way to say this is, ‘I
promise to play nicely with my competitor’s Internet traffic because it ensures
that my competitors will continue to play nicely with my Internet traffic.’ Pre-
sumably due to these motivations, we often see operators from large companies
investing engineering effort and resources into maintaining or improving the
Internet status quo, with engineers at Google [10, 22] and Netflix [45] stand-
ing out as exemplars in publishing and deploying new initiatives for CCA co-
existence.

At the same time, there are significant corporate pressures to ignore or defy
CCA co-existence. Ignoring the problem outright is easy to do in an environ-
ment in which developers are rewarded for improvements in quality metrics for
a service’s clients (e.g., improving page load times or video streaming quality)
while ignoring co-existence metrics (e.g., the throughput for cross-traffic). In
this environment, developers may easily deploy a patch with negative effects for
cross-traffic without ever noticing the problem. Furthermore, some operators
may simply not care about maintaining any detente with their competitors: the
file sharing service Mega, which has its roots in online piracy, was shown to be
extremely aggressive (often leaving competing services with less than 10% of
their max-min fair share) in experiments performed by our research group [41].
Standards Bodies: Much of the debate about CCA co-existence already takes
place in the community of operators at standards bodies. Internet standards bod-
ies are organizations with members representing Internet services (e.g. Face-
book, Netflix), network infrastructure (e.g., AT&T), hardware manufacturers
(e.g. Cisco), researchers (e.g. National labs, universities) and others. These
organizations set out standards, rules, and procedures for operating on the In-
ternet, for example, defining the maximum size of an Internet packet or how
error messages are transmitted. For the Internet Engineering Task Force [30],
the CCA-coexistence debate goes back decades [20, 21, 18]. Other bodies that
may have interest in the CCA fairness debate include the International Telecom-
munications Union (ITU) [29] or the IEEE [27]. For these organizations, their
raison d’etre is setting rules and standards for the Internet and hence CCA co-
existence naturally falls under their scope.
Competitors: While corporations have interest in ensuring that their own CCAs
that they develop are capable of co-existence, they perhaps have an even larger
interest in knowing that their competitors are also developing friendly CCAs.
This interest derives from market competition. If Coke and Pepsi each use a
proprietary CCA, Coke might perceive it to be unjust that Pepsi users achieve
higher quality service than Coke users because Pepsi uses a CCA which is, from
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Coke’s perspective, overly aggressive. Users might flock to Pepsi because it
‘performs better’ while Coke’s service, which is friendly and built using more
responsible design principles, appears to ‘perform worse.’ More damaging, is
if Coke users often share congested networks with Pepsi users: Coke may rea-
sonably be upset if Pepsi’s aggressive connections consume more than their fair
share of bandwidth, leaving less bandwidth for Coke, perhaps leading to out-
right accusations that Pepsi’s behavior is anti-competitive.

This sort of interaction is purely hypothetical at the moment: we have not
seen contention between service providers over CCA co-existence in any pub-
lic setting. This perhaps stems from the fact that a few large-scale operators
dominate Internet usage, and each of the major operators so far has demon-
strated some commitment to friendly algorithms. Furthermore, in the US, there
is significantly less congestion than in other countries, perhaps leading to fewer
opportunities for a contentious environment overall.
Internet Advocacy Organizations: Internet Advocacy Organizations include
groups like the Electronic Frontier Foundation in the US [19], Derechos Dig-
itales in Latin American [15], or the Internet Society worldwide [31]. These
organizations lobby, sponsor, and advocate for issues of Internet free speech,
Internet access, and network neutrality. Through the network neutrality de-
bate, many Internet Advocacy Organizations have made arguments that the
Internet should remain a ‘fair playing field’ for new entrants and that compet-
ing services should have equal opportunity to provide good performance to
users. These arguments apply equally to the CCA co-existence problem: op-
erators with overly aggressive CCAs should not be able to take advantage of
operator with friendly services. As a result, we expect advocacy organizations
may also have an interest in understanding and weighing in on the CCA co-
existence debate but we hope to hear more from the TPRC community at this
workshop.
Regulators: It is unclear to us whether regulators would have an interest in,
or should weigh in, on CCA co-existence. This uncertainty is part of what
brings us to TPRC. European regulators did weigh in on co-existence during
the COVID pandemic, when they asked operators to deliberately reduce send-
ing rates to avoid excess contention during the rapid shift of Internet use from
in-office to telework [55, 12]. However, in general, regulators tend to weigh
in on issues once they have already become a noticeable problem for users or
operators, and as many of the worst-case outcomes (outright deployment of ag-
gressive CCAs, conflict between competing Internet services over bandwidth)
remain hypothetical, it may not be the case that CCA co-existence merits inter-
vention at this point in time.
Users: As a final consideration, we reflect on the impact of friendly co-existence
for users. At the end of the day, this problem defines whether the Internet’s
promise of sharing capacity for multiple users, multiple applications, and mul-
tiple services actually works in practice. If a home Internet connection is effec-
tively ‘used up’ by an overly aggressive service, leaving roommates or family
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members unable to access their services, the Internet is not delivering on this
promise. Or, more subtly, if a partner has to ask their spouse to stop watching
high-definition television because there are too many stalls and glitches in their
simultaneous voice call, the Internet has once again failed to deliver true shar-
ing: one family member is getting perfect Internet service and the lion’s share
of bandwidth, while the other has an experience of poor quality. It is in every
user’s interest that the services they access divide resources equitably.

5 How can a developer demonstrate intent to deploy
safe CCAs?

We now find ourselves looking towards the horizon, and a day that might
bring conflict between interested parties over Internet bandwidth sharing. Should,
some day, a regulator, competitor, or advocacy group, accuse an operator of de-
ploying an overly-aggressive CCA, which consumes too much bandwidth at the
expense of competing traffic, what should happen? In the civil world, a regu-
lator might pass legislation enabling them to fine the perceived bad actor. An
advocacy group might call for a boycott of the offending service. And a com-
petitor might pursue a lawsuit against the aggressive operator. As we discussed
in §4, all of these groups have a stake in seeing successful CCA co-existence on
the Internet.

However, as we discussed in §3, establishing that an operator has engaged in
wrongdoing for deploying an aggressive CCA is hard. It is hard for two reasons.
First, it is unclear what standard the community should adopt with regard to
CCA friendliness: is max-min fairness, proportional fairness, starvation-freedom,
or hard-avoidance our goal? Or something else? Second, even with a clear stan-
dard and observations of an Internet service which violates this standard, it is
unclear what constitutes ‘wrongdoing’. Is any violation of the expected behav-
ior wrongdoing? This seems hard to enforce as the outcomes of competing,
heterogeneous CCAs are poorly understood and there are likely many scenar-
ios where unfair or harmful outcomes occur even with well-intended designs.
Is it only wrongdoing if the operator intended to violate the standard, deliber-
ately deploying an algorithm that consumes excess bandwidth to the detriment
of others? Or, can an operator be accused of negligence – failure to test and eval-
uate for friendly sharing outcomes, and therefore still responsible when bad
but unexpected outcomes occur?

We submit all of the above questions to the TPRC community for discussion.
At the same time, we provide a few suggestions to operators who might brace
themselves for accusations of aggressive CCA deployment in the future.

We propose Congestion Safety Audits as a mechanism for operators to in-
ternally manage congestion safety evaluations, and also as a mechanism to pro-
duce evidence to external entities that the operator is committed to safe conges-
tion control deployments. Congestion safety audits are inspired by computer
security standards which do not force operators to guarantee that a security
breach will never happen – instead, they require operators to describe in detail
their security practices and procedures and to ensure that these practices and
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procedures are up to date with state of the art expectations [34, 28]. A conges-
tion security audit should contain three core components.
(1) Targeted Ideal andWorst-Case Standards: Developers should choose two
standards representing the goal or ideal sharing behavior of their CCA, as well
as a worst-case lower bound whose violation merits an immediate patch. For
example, an operator might develop a CCA which targets implementing pro-
portional fairness. Recognizing that guaranteeing proportional fairness under
all conditions, with arbitrary competing traffic, is likely infeasible, the opera-
tor specifies simply that this is their goal and that they will document efforts
towards improving upon it.

The also specify a lower-bound for bandwidth sharing, for example, that cross
traffic using any of the top-5 published CCAs will not experience less than 25%
of their proportional fair share of bandwidth when competing with the new
CCA. Once again, the operator does not commit to always guaranteeing that
their new CCA will never violate this lower bound: instead, they guarantee that
if reproducible conditions are discovered such that this lower-bound is violated,
the operator will ‘patch’ the problem within a specified timeline.
(2) Testing Strategy, Iteration Pace, and Documentation: Operators of In-
ternet services are constantly innovating and fine-tuning their deployments.
The code running an individual website may change dozens or hundreds of
times a day as developers roll out new content, features, patches, and perfor-
mance tweaks. This rate of change can introduce unintended consequences for
bandwidth sharing and hence we argue that operators should integrate tests
for friendly CCA coexistence into their development testing pipelines.

A congestion safety audit should document how this testing occurs. Is the
testing in emulation, or on the live Internet? What network capacities, regions
of the world, amount of competing cross-traffic, legacy competing CCAs or ser-
vices are considered? Is the testing integrated into continuous integration ser-
vices? Is it part of A/B testing on the live Internet? Is it reviewed hourly, daily,
weekly?

In addition, operators should maintain records showing the results of these
tests over time. In general, one would expect to see improvement – or at least
stability – with regard to the target/goal standard over time, rather than move-
ment in the opposite direction. An operation who can demonstrate a neutral
or positive trend is unlikely to be accused either of deliberate aggression or of
negligence.
(3) Mitigation SLOs: A Service Level Objective (SLO) is a quantifiable goal
set out by an operator that can be measured and guaranteed to external users.
With a Congestion Safety Audit, operators should define an SLO providing a
guarantee for how quickly they will respond should their CCA be found to
violate their lower-bound target. For example, an operator might guarantee
that the discovery of a scenario where, in the presence of an operator’s service,
some third-party service using a top-5 popular CCA achieves less than 25% of
its proportionally-fair share of bandwidth, would result in the operator patch-
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ing the problem within 180 days. Once again, the operator might keep logs or
records of how long it takes them, on average, to patch these problems when
they arise as a demonstration of intent.
Role of Standards Bodies, Advocacy Organizations, and Regulators: The
above sketch is just that – a sketch. It does not lay out any community guidelines
as to what specific standards are acceptable and which are too lax; it does not
provide guidelines about what timeline for mitigation is reasonable; nor about
the quality of testing strategies. We invite conversation from the TPRC com-
munity and members of these policy and standards-oriented groups towards
establishing best practices and norms for congestion safety testing.

6 Discussion and Conclusion
For further discussion, we put forth the following questions:

What standards for fairness, andminimumstandards for deployment, should
be acceptable? While the research community has invested significant effort
in arguing over fairness ideals [51, 56, 5, 6], the debate over what consitutites a
minimum standard is more recent and remains under sharp debate. We believe
that this latter question of minimum standards is the most important to clarify
from a policy perspective, as violating a minimum standard is likely to be the
origin of conflict between human entities.
How do we monitor and detect bandwidth sharing issues? Gaining insight
into whether and how severely bandwidth sharing challenges arise is key to
understanding the scope of the problem. Many operators complain of hotly-
contended, congested network links in the ‘core’ of the Internet [16] (for exam-
ple, ongoing conflict between Deutsche Telekom and Meta [44]) and yet there
are no measurements of how many connections traverse these links or how eq-
uitably bandwidth is shared in practice, in part because outside research agen-
cies have no ability to measure them. Home networks are another place where
congestion is hypothesized to occur, but in wealthy countries where broadband
access is high these networks may simply have enough capacity to go around (if
a home network connection offers 300Mbps and a 4K streaming video requires
only 50Mbps, a family of four may never observe any problems). To develop
robust measurements, we likely need a coalition of service operators to provide
access to the necessary data and infrastructure.
How should the community respond in the presence of unacceptable behav-
ior? Even with data and standards, it is unclear what recourse stakeholders
have to demand improvements in the face of poorly-designed CCAs and Inter-
net services. Is enforcement of responsible CCA deployment simply a game of
‘naming and shaming’ bad actors? Should legislation be involved? Or, should
network operators (e.g., AT&T or Verizon) step in and implement routers and
switches that explicitly force the network to implement max-min fair sharing
universally?
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7 Further Reading
The technical literature on bandwidth sharing is vast. Because this whitepa-

per is intended for new audiences, we highlight introductory material below
and forgo any attempt to be comprehensive.
For Discussion of Congestion Control Deployability: The Internet Engineer-
ing Task Force (IETF) is the standards body where most of the debate over
congestion control deployment plays out. The document RFC 9743 documents
existing guidelines for congestion control deployment [18]. An older document
by congestion control luminary Sally Floyd provides an easy to read discussion
of the principles behind congestion control deployment [21].
For a Textbook on the Computer Science of Congestion Control: Peterson,
Brakmo, and Davie provide a textbook giving a general introduction to conges-
tion control in their book ‘TCP Congestion Control: A Systems Approach’ and
it is available online for free [40]. The book targets students of computer science
with a basic understanding of systems and algorithm design.
For a Tutorial on the Mathematics of Congestion Control: Le Boudec pro-
vides a very nice and brief tutorial focusing on fairness outcomes titled ‘Rate
adaptation, Congestion Control and Fairness: A Tutorial’. It is also available on-
line for free, and presumes some understanding of queueing theory and game
theory [4].
For a Deep Dive into Recent Research: Ranysha Ware and Ayush Mishra are
two recent PhDs whose dissertations both received awards for contributions
to congestion control deployability. Their dissertations document their own
research, while also including introductory material and related work sections
that nicely illuminate the history of the space. [50, 37]
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